Synchronization of femtosecond laser and electron pulses with subpicosecond precision
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I. INTRODUCTION

Recent advances in time-resolved electron diffraction have provided the capability of direct measurement of ultrafast structural changes on the picosecond (ps) and sub-ps time scale.1-9 In particular, taking advantage of the very strong electron-atom scattering, a diffraction pattern recorded with a single femtosecond (fs) pulse containing only a few thousand electrons has been demonstrated to have sufficient signal-to-noise ratio (SNR) for the investigation of nonreversible order-disorder structural phase transitions in solids on the sub-ps time scale.6 Very recently, femtosecond electron diffraction (FED) has been used to monitor the laser-induced lattice dynamics in thin film aluminum in the relatively low excitation region where temporal evolution of both coherent and thermal lattice motions was directly measured in real time.10,11

Despite these rapid progresses, one of the most critical issues is that the synchronization of the femtosecond excitation laser (pump) and probe electron pulses in the interaction region on the sub-ps time scale, remains unresolved. Apparently, accurate determination of this time zero point is crucial for the study of nonreversible structural dynamics such as laser-induced melting of thin films. In these types of experiments, laser-induced sample damage limits the total number of available diffraction patterns and prevents the extensive search for time zero. In the cases where sample damage is less crucial, such as reversible structural changes in solids and photoreactions in gas phase, time zero can be, in principle, extracted from the temporal evolution of structural changes under investigation. Nonetheless, the independent and accurate determination of time zero will undoubtedly help narrow down the scan range and ultimately result in higher SNR for more accurate structure determination in a given experimental time span. This is particularly true for gas-phase diffraction, since each data point requires at least a few hours integration time due to the weak diffraction signal associated with the lack of long-range order.

In this article, we report on an independent means for determining the time zero point in time-resolved electron diffraction with sub-ps precision, irrespective of the structural dynamics under investigation. The principle of this approach should be applicable to a variety of diffraction setups, including cross-beam gas phase and transmission diffraction for solids, different target geometry and materials, and laser excitation pulses of different wavelengths.

II. METHODOLOGY

In contrast to the all-optical time-resolved experiments, the accurate determination of time zero point with sub-ps accuracy in time-resolved electron diffraction is by no means trivial. In principle, approaches based upon the direct interactions of electrons with photons, such as pondermotive scattering,12-14 Thomson scattering,15 second harmonic generation,16 and Kapitza–Dirac scattering,17,18 can provide an exact cross correlation for accurate time zero measurement. However, they require either very high density of electrons and photons in the interaction region, or special setups not inherent to a typical time-resolved diffraction experiment. In practice, these approaches are further constrained by extremely small electron numbers, since in most cases the average number of electrons is limited to a few thousand per pulse by the space-charge effect. Among the above direct approaches, pondermotive scattering holds the potential to produce readily detectable deflection of the incident electron beam. Nevertheless, its effectiveness and feasibility for the stringent sub-ps electron diffraction conditions, such as extremely low electron number and 30–60 keV high beam energy, remains to be experimentally verified.

An alternative approach of finding time zero is to monitor the dynamics of electron-photon interactions via an intermediary. Similar approaches have been used routinely for finding time zero in femtosecond all optical pump-probe ex-
periments, such as using the photoexcited transient states in molecules as an intermediary.\(^\text{19}\) Along this line, a pair of streaking plates was installed at the sample position in the first ps electron diffraction study of laser melting of thin aluminum films.\(^\text{20}\) and was used to generate a transient electric field following the activation of a GaAs photoconductive switch by laser pulses. By recording the correlation between the electron beam deflection and the timing of switching the laser pulse, time zero was determined to within 5–10 ps.

Another elegant example of this indirect approach was the photoionization-induced lensing (PIL) in gas-phase ultrafast diffraction,\(^\text{21}\) which was conducted with a nearly identical experimental setup. In PIL, the nascent photoelectrons generated by multiphoton ionization of gas molecules escape the ionization region, leaving behind a cylindrical column of positively charged ions along the pump laser path. The transient electric field associated with this newly formed plasma acts as an effective lens and induces change in the electron beam shape. By monitoring the corresponding electron beam profile change, the time zero was determined with a few ps accuracy, which is limited primarily by the relatively slow buildup time of the positive plasma field. Later, the accuracy of this PIL was improved to near 1 ps by intentionally letting the excitation laser beam clip the stainless-steel gas nozzle tip.\(^\text{1,22}\) It appears that this coincident excitation of the gas and the nozzle tip somehow accelerated the buildup of transient positive electric field near the tip, which facilitated a more accurate determination of time zero.

The method of synchronization presented here is also based on the real time imaging of the profile change of an electron beam via its interaction with an intermediary: a transient space-charge field resulting from the laser excitation of a metal surface in a high or ultrahigh vacuum. Following intense fs laser excitation, the majority of low energy electrons ejected from the metal surface via both multiphoton photoemission\(^\text{23}\) and subsequent thermionic emission stay and accumulate at the photoexcited surface area. The resulting high density electron cloud creates a strong local electric field, commonly referred to as the space-charge effect. This transient space-charge field, if sufficiently large, will perturb a beam of charged particles (such as electrons). Real time and quantitative measurement of this perturbation to the charged particle permits accurate determination of time zero on the time scale primarily determined by dynamics of the transient field’s buildup.

The time scale for the onset of space-charge field buildup is ultrafast and determined by multiphoton photoemission. To overcome the work function of \(\sim 4.26\) eV at the Ag surface,\(^\text{24}\) an electron at the Fermi level has to absorb at least three photons to escape. The kinetic energy of this photoexcited electron is 10 eV, equal to the 5.5 eV Fermi energy,\(^\text{25}\) plus the triple-photon energy, with a corresponding velocity of 1.9 nm/fs. The skin depth for three-photon absorption for Ag at 790 nm wavelength is unknown and we will use the value of \(\sim 11.4\) nm\(^\text{26}\) for single-photon absorption to estimate the field buildup time, since the skin depth should be much shorter for three-photon absorption due to its nonlinear nature. Given that the mean free path of photoelectrons is \(\sim 10\) nm at a few eV above \(E_F\)\(^\text{27}\) (comparable to the skin depth), the majority of photoelectrons will escape without suffering any collisions. Under this nearly ballistic transport condition, the average electron escape time would be \(\sim 10\) fs. During this time, the photoelectrons can move only \(\sim 3\) nm, since the velocity of a photoexcited electron drops from 1.9 to 0.3 nm/fs (0.24 eV kinetic energy) after escaping the Ag surface. These photoelectrons are spatially squeezed by more than a factor of 6 compared to inside of the Ag surface and accumulate as lone charges outside the Ag metal without any positive ion cores to balance them. As a result, a significant space-charge field could be created immediately after the multiphoton photoemission. Since the time scale of \(\sim 10\) fs for this multiphoton photoemission is essentially instantaneous, the onset of this field, or equivalently the recorded onset of the perturbation of the charged particle beam, defines the time zero.

### III. Experimental Design and Results

The time zero measurement was carried out \textit{in situ} on the femtosecond electron diffraction apparatus\(^\text{6}\) developed for the study of ultrafast structural dynamics in solids. The FED apparatus consists of four major components: an amplified femtosecond laser system, a femtosecond pulsed electron gun, a diffraction imaging system, and a streak camera. In a typical FED experiment, sub-50 fs optical pulses centered at 790 nm wavelength from the amplified Ti:sapphire laser system are used to initiate the structural dynamics. The structural changes are measured by taking snapshots of the diffraction patterns with fs probe electron pulses (60 keV) at different delay times. The digital images of diffraction patterns formed on the two-dimensional single-electron detector are captured using a charge coupled device camera with a spatial resolution of 33 \(\mu\)m per pixel and stored in a computer for subsequent analysis.

To avoid any potential walkoff, the time zero measurement was conducted in nearly identical experimental conditions as used in the FED, with the same electron \((\sim 300\) \(\mu\)m) and laser \((\sim 1\) mm) beam sizes and the same beam crossing angle of less than \(10^\circ\). After spatially overlapping the pump laser and probe electron beams with a pinhole, a silver needle mounted at the far end of the sample holder was brought into the interaction region to form a shadow image by blocking part of the \(e\)-beam. Shadow images both with and without the pump laser were then recorded at different time delays. To minimize the effect of pulse-to-pulse fluctuations in the electron beam intensity and beam pointing jitters, each image was averaged 500 shots. The intensities of pump laser and probe electron pulses could be adjusted continuously using two separate half wave plates in each optical arm.

Typical shadow images as a function of pump-probe delay times are shown in Fig. 1. They were recorded with 0.5 s integration time containing 500 pulses per image and using the excitation laser fluence of 30.6 mJ/cm\(^2\). The average number of electrons per pulse was \(\sim 500\), with the corresponding temporal width less than 350 fs as measured by the streak camera.\(^\text{6}\) From these images, it is clearly seen that after the fs laser excitation the initial needle shadow started...
to expand in two dimensions, predominantly along the vertical direction. This indicates that the space-charge cloud builds up mostly in the forward direction along the needle tip and expels high energy electrons in the e-beam via Coulomb repulsion. The expelled electrons, after gaining excess lateral kinetic energy, stroked the outer region, which is clearly shown as the concurrent expansion of the electron beam recorded in these images. This two dimensional expansion became progressively stronger initially as delay time increased. Then the shadow started to fade out at about 25 ps after excitation, with the simultaneous contraction of the electron beam size back to its original shape. The whole process persisted more than a few hundred ps.

The time zero point was determined by the quantitative evaluation of the temporal evolution of these shadow images. At each time delay, the change of image was calculated by summing the square of the intensity difference (SSD) in each corresponding pixel between two images recorded with and without pump laser. The temporal evolution of SSD curves measured at several different excitation laser fluences are displayed in Fig. 2. A few features are immediately noticeable. Clearly, a laser fluence larger than a threshold, which is about 10 mJ/cm² in the current experiment, is required to significantly change the SSD value. This threshold is directly associated with the requirement of a minimum number of emitted electrons to produce a sufficient space-charge field for detectable perturbation of the e-beam. Apparently, its actual value depends critically on several experimental parameters, such as electron beam size and energy, the shape, texture and material of the needle, the alignment of beams with the needle, and the spatial resolution of the imaging system. Additionally, the leading edge and the rising time of these curves do not show any significant dependence on the laser fluence within the range of 10–30 mJ/cm². This observation is consistent with the model’s assumption that the transient field is created by electrons ejected via both multiphoton and thermionic emission, since neither dynamics was expected to undergo any significant changes within the applied excitation laser fluence.

The turning point of the SSD curve, defined here as the time zero point measured by the ultrafast shadow imaging, was determined as the intersection point of two linear fittings of the curve, one for the background before photoexcitation and the other for the rising edge. The typical uncertainty of the time zero point is less than 600 fs, which is calculated by the convolution of the errors in two linear fittings using standard error propagation rules.

The rising time of the SSD curve ($\tau_e$) reflects the dynamics of the electric field buildup and its interaction with the electron beam. It also sets the upper limit of the accuracy in the time zero measurement. Its value is determined by the convolution of the pump laser ($\tau_{pump} = 50$ fs) and probe electron ($\tau_{probe} \approx 350$ fs) pulse widths, the effective buildup time of the transient electric field ($\tau_E$) as seen by the probe electron beam, and the temporal degradation ($\tau_{mismatch}$) due to the finite interaction volume. The magnitude of $\tau_{mismatch}$ in a typical experiment is estimated to be $\approx 0.5$ ps, using the values of 1 mm for pump laser beam diameter, a probe e-beam size of 300 mµm, an effective needle diameter of $\approx 150$ mµm in the interaction region, and a 10° crossing angle of electron and laser beams. Considering that $\tau_{mismatch}$ is much smaller than the effective value of $\tau_E$ at $4.8 \pm 0.4$ ps, which was obtained by fitting the rising edge in the SSD curve with a single exponential function, we may approximate $\tau_E$ as essentially the same as $\tau_E$. Assuming the transient electric field reaches its maximum strength instantaneously after the completion of electron emission, the shortest $\tau_E$ achievable would be the electron-phonon thermalization time ($\approx 1–2$ ps in noble metals). This is because the thermionic electron emission is nearly completely quenched after the electrons have transferred their energy to the lattice. Apparently, reducing the electron beam size to a dimension less than the laser-excited needle area ($\approx 150$ mµm) will reduce $\tau_E$ to this ultimate value. Conversely, a larger size electron beam will increase $\tau_E$. Such an effect has been observed with a defocused electron beam of $\approx 2$ mm in diameter, where $\tau_E$ as large as 50 ps was observed.

To evaluate the effects of set-to-set fluctuation and long-term drift of the FED apparatus on the time zero measurement, five sets of SSD curves were recorded in a 3 h time period. These sets were taken in identical experimental conditions by simply blocking the laser beams between each set.
The excitation laser fluence was 31 mJ/cm² and the e-beam averaged 650 electrons/pulse. The time zero points for each of these curves were first extracted following the procedure described above. Then the averaged time zero position and the corresponding uncertainty were calculated according to the laws of error propagation²⁸ by assuming each set was statistically independent of the others. The uncertainty (1 standard deviation) for the averaged time zero measurement is less than 700 fs.

Ideally, the true time zero could be extracted from the temporal evolution of the SSD curve by using a proper deconvolution scheme, provided that the spatial and temporal functional form of the transient space-charge field is known. However, in contrast to the conventional ultrafast optical pump-probe experiments where the transient commonly exhibits an exponential function of delay time, the actual function form for the transient field buildup is unknown. In addition, it is apparent that this function will not be uniquely defined since it relies on many factors such as the texture and geometry of the needle and also the alignment of the beams and the needle, which could be changed from experiment to experiment. All these factors complicate the determination of actual time zero using a conventional deconvolution approach. In contrast, the approach using the intersection of two linear fits outlined above can provide a quick and reliable reference point for the true time zero with a high precision of 700 fs. The true time zero should be 200–300 fs after this intersection point, corresponding to one third to one half of the temporal scale of convolution resulting from finite electron pulse (<350 fs) and velocity mismatch (~500 fs). Nonetheless, this shift is within the reported uncertainty of 700 fs. In addition, it is expected that this systematic deviation should be a fixed number for the given experimental conditions and will not alter the ~700 fs precision.
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